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Throughput Differentiation Using
Coloring at the Network Edge and
Preferential Marking at the Core

Y. Chait, C.V. Hollot, V. Misra, D. Towsley, H. Zhang and Y. Cui

Abstract—In this paper we introduce an innovation in dif-
ferentiated services architecture consisting of adaptive two-
level coloring at the edge and preferential marking at the
core. We identify general properties of these two processes
which, when met, guarantee a desirable fixed point for the
network; i.e., one where aggregated flow rates meet or ex-
ceed given targets in an over-provisioned network. Specific
mechanisms realizing the aforementioned properties lead to
so-called active rate management controllers for edge color-
ing, and a preferentially-marking, active queue management
controller at the core. We discuss stability of the fixed point
for this network, and validate results using ns simulations.

I. Introduction

The differentiated services architecture (DiffServ) is un-
der consideration for providing different services in a scal-
able manner to users of the Internet. It adheres to the basic
Internet philosophy; namely, that complexities should be
relegated to the network edge while preserving simplicity
of the core network. Per-hop behaviors (PHBs) have been
standardized into two classes by the IETF: expedited for-
warding (EF) [1] and assured forwarding (AF) [2]. The for-
mer is intended to support low-delay applications while the
latter provides throughput differentiation among clients ac-
cording to negotiated rate profiles.

We focus our attention on services built on the AF
PHB which employ token buckets [3] at the network’s edge
routers to color packets green when rates fall within the
rate profile and red otherwise. At the core, routers give
preference to green packets; i.e., in the presence of conges-
tion, red packets are more likely dropped (or have their
congestion notification bit set in the presence of ECN [4]).
These two actions, coloring at the edge and preferred mark-
ing at the core, allow an ISP to offer throughput differen-
tiation.

In this paper we develop coloring strategies that provide
aggregate flows with minimum throughput guarantees in
networks with sufficient resources. One might expect this
to be straightforward since the freedom in coloring packets
would appear sufficient to regulate throughputs. However,
several studies have shown that achievable throughput is
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affected not only by edge coloring, but by the presence of
other factors including competing flows and propagation
delays [5]-[7]. This occurs since the predominance of net-
work traffic is affected by TCP’s congestion-control mech-
anism which reacts to the network’s environment to adapt
send rates. To be successful then, a throughput differen-
tiation scheme must work within the TCP framework and
coordinate with TCP’s congestion-control mechanisms. In
some recent work [8], we addressed this issue and intro-
duced a so-called Active Rate Management (ARM) mech-
anism at edge routers to adaptively set token bucket pa-
rameters, and, together with preferentially-marking Active
Queue Management (AQM) to drive throughputs towards
target rates. However, the feasibility of this setup was
only demonstrated using ns simulations. There appears
to be limited analytical work dealing with guaranteeing
minimum throughputs within the AF framework. Related
work by Yeom and Reddy [9] studies the problem of fairly
dividing throughput among individual TCP flows pass-
ing through a common edge. By providing analysis, our
present work substantiates the observations made in [8].
For a recent comprehensive review of advances in Internet
QoS see [10].

Our main result [Theorem 1, Section III] considers
congestion-controlled flows1, edge routers equipped with
ARMs , and a single congested link with preferentially-
marking AQM. Under the assumption that the link’s ca-
pacity exceeds the given target rates, this theorem char-
acterizes coloring and marking behaviors sufficient for the
ARMs and AQM to cooperatively guarantee that aggre-
gate flows meet or exceed given target rates. This theorem
goes on to identify those aggregates that exactly meet their
target rates, and to quantify how excess capacity is meted
out to the remaining.

In Section IV we consider implementable ARM and
AQM schemes that satisfy the conditions set forth in The-
orem 1. We introduce a proportional-integral ARM that
incorporates integral action to adaptively set the token-
bucket rates to their required values, and, a proportional
gain to affect transient performance. For the core router
we show that a variety of popular AQM schemes can be
easily modified to meet Theorem 1’s conditions. These
include a RED AQM with non-overlapping marking pro-
file as shown in Figure 4(b), a two-level PI (REM) [11]
having two (green and red) buffer reference levels and

1Our results are stated for a general class of congestion-control al-
gorithms which includes TCP-Reno and proportionally fair schemes.
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two proportional-integral controllers, see Figure 5(a), and
similarly, an adaptive virtual queue (AVQ) [12] utilizing
two virtual queues and two utilization set-points; see Fig-
ure 5(b). In Section V we address stability and discuss
how ARMs and the AQM interact so that aggregate flows
converge to their assigned target rates. Using fluid flow
modelling [13] we give local stability conditions for a TCP-
RENO network, relegating a complete stability analysis to
[14]. Finally, ns simulations in Section VI demonstrate
that our DiffServ architecture guarantees target rates in
the face of realistic traffic variations.

II. Two-Level Coloring and Preferential
Marking

The interaction of heterogenous, congested-controlled
flows with a single congested link is depicted in Figure 1.
Under the congestion avoidance mechanism of TCP-Reno2,
the equilibrium response function (corresponding to a fluid
flow model, e.g. [14]), relating rate x̂ to packet marking
probability p̂ is3

x̂ =
∑

j∈J

Nj

τ̂j

√
2
p̂
− 2

where J is a set of indices keeping track of the aggre-
gated homogenous flows, each comprised of Nj flows with
τ̂j round-trip times. In this section we augment the setup

rate x

marking probability p

AQM

congestion-

controlled

sources

link

Fig. 1. Interaction between multiple TCP-controlled flows and a
single congested AQM link.

in Figure 1 with n edge routers, each handling an aggre-
gated flow. Accordingly, we decompose J into n index
sets J1, J2, . . . , Jn and write down the equilibrium response
function for the i’th aggregate flow xi passing through the
i’th edge:

x̂i =
∑

j∈Ji

Nj

τ̂j

√
2
p̂
− 2. (1)

Clearly, x =
∑

i xi, where xi may be heterogenous. In Fig-
ure 2 we focus on the i’th aggregate source xi and show
additional control mechanisms; namely, an ARM with cor-
responding target rate xi at the edge, and, a preferentially-
marking AQM at the core router. The role of these ele-
ments is to cooperatively guarantee that xi achieves min-
imal rate xi regardless of delay, marking probability and
traffic load. This ARM mechanism, keyed to its target rate,

2In this paper we model only the congestion avoidance part (AIMD)
of TCP-Reno, i.e., we do not model slow start or timeout.

3The ‘ ˆ ’ notation denotes the equilibrium value of variables. This
helps distinguish from instantaneous values used in the description of
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Fig. 2. An ARM mechanism colors packets green or red depending
on how aggregate rate xi compares to its target rate xi. This pro-
duces a green packet rate fgixi and red packet rate (1− fgi)xi. The
AQM marks these green and red packets with probability pg and pr,
respectively.

colors the aggregate packets either green or red. Roughly
speaking, packets are colored green if xi ≤ xi and red
otherwise. This produces a green flow rate fgixi with
green fraction fgi ∈ [0, 1]. The corresponding red flow
rate is (1 − fgi)xi. The AQM at the core marks green
and red packets according to a preferential scheme to pro-
duce packet-marking probability pair (pg, pr). The packet-
marking probability pi experienced by the i’th aggregate is
then related to this green and red packet-marking proba-
bility by pi = fgipg +(1−fgi)pr. Given target rates xi and
link capacity c, we classify a network to be over-provisioned
if c >

∑
xi, and under-provisioned when c <

∑
xi. Our

objectives are threefold:

(i) In an over-provisioned network, to quantify ARM/AQM
properties that guarantee target rates are achieved; i.e.,
x̂i ≥ xi.
(ii) In an over-provisioned network, to quantify the distri-
bution of excess capacity amongst aggregates. Conversely,
in an under-provisioned scenario, to quantify how the want
of capacity is borne.
(iii) To design/analyze ARM/AQM mechanisms that
guarantee convergence to the rates x̂i predicted in the
above items.

In the next section we tackle the first two objectives.
The third objective is the focus of Sections IV-V.

III. ARMs and AQMs that Guarantee Target
Rates

From Figure 2 we see that an ARM amounts to a
rule (possibly dynamic) from aggregates and target rates
(xi, xi) to green flow ratio fgi. Similarly, a AQM reacts to
a link variable (such as arrival rate or buffer length) to pro-
duce a pair of green and red packet-marking probabilities
(pg, pr). In this section we identify ARM/AQM properties
that guarantee target rates are achieved. First we define
the class of congestion-controlled flows considered here.

Definition 1: Congestion-controlled sources adjust aggre-
gate rates xi as a function of packet-marking probability pi.

network dynamics considered for stability analysis in Section V.
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The equilibrium response functions x̂i = hi(p̂i) describing
n such congestion-controlled sources are said to be admis-
sible and compatible if for each i ∈ {1, 2, . . . , n}:
(i) hi(ρ) is non-negative and non-increasing over ρ ∈ [0, 1].
(ii) hi(ρ) > 0 ⇒ ρ < 1.
(iii) hi(ρ) becomes unbounded as ρ → 0.
(iv) there exists numbers α1, α2, . . . , αn such that
αihi(ρ) = αjhj(ρ) for all j ∈ {1, 2, . . . , n} and ρ ∈ (0, 1).4

TCP-Reno is an example of admissible and compatible
congestion-controlled sources. Their response functions,
described in (1), are

hi(p̂i) =
∑

j∈Ji

Nj

τ̂j

√
2
p̂i
− 2 (2)

which satisfies properties (i)-(iii) and (iv) with the αi taken
as:

αi =
1∑

j∈Ji

Nj

τ̂j

.

The class of proportionally-fair congestion-controlled
sources (see [15]) are also admissible and compatible where
hi(p̂i) = wi/p̂i and wi is the constant associated with rate
increase. A mixture of TCP-Reno and proportionally-fair,
congestion-controlled sources are not compatible. Finally,
the flow rates of TCP-Vegas flows respond to queuing delay
τ̂q (instead of marking probability) and have response func-
tions x̂i ∝ τ̂ /τ̂q. In the liberal sense that queuing delay,
like marking probability, is a form of link price, TCP-Vegas
sources can be considered admissible and compatible.

Definition 2: An ARM is a mechanism for setting the
fraction of green flow fgi, and is said to fully color if the
following holds at equilibrium:

{
x̂i < xi ⇒ f̂gi = 1
x̂i > xi ⇒ f̂gi = 0.

(3)

4

Definition 3: Consider an AQM that marks green and
red packets at rates pg and pr, respectively. We say that
such an AQM has non-overlapping marking if, at equilib-
rium, the following holds:

{
p̂r < 1 ⇒ p̂g = 0
p̂g > 0 ⇒ p̂r = 1.

(4)

4
In words, a fully-coloring ARM colors the whole flow

green (or red) when rates xi persistently underachieve (or
exceed) their targets xi. Definition 3 rules out AQMs that
would persistently mark both red and green packets with
non-trivial probabilities.

In summary, the steady-state interaction between admis-
sible and compatible congestion-controlled sources, fully-
coloring ARMs, and non-overlapping AQMs are described
by (3), (4) and

x̂i = hi(p̂i)

p̂i = f̂gip̂g + (1− f̂gi)p̂r (5)

where f̂gi, p̂g, p̂r ∈ [0, 1], and where the hi satisfy the con-
ditions of Definition 1. We now consider over-provisioned
networks and show that rates x̂i, satisfying the above, do
indeed meet or exceed their targets xi.

Theorem 1: (see Appendix for proof) Consider a network
with n admissible and compatible congestion-controlled
sources, each equipped with a fully-coloring ARM, and an
AQM having non-overlapping marking. Let the nonzero
target rates x1, x2, . . . , xn be given, and take the αi’s as in
condition (iv) of Definition 1. Assume the aggregates are
ordered such that

α1x1 ≥ α2x2 ≥ . . . ≥ αnxn. (6)

If the network is over-provisioned, then the steady-state
rates x̂i satisfying (3) – (5) meet or exceed their target
rates. Specifically, let i∗ denote the smallest integer in
{1, 2, . . . , n} for which

c−∑i∗−1
i=1 xi∑n

i=i∗
1
αi

− αi∗xi∗ > 0. (7)

Then,

x̂i =





xi, i = 1, . . . , i∗ − 1

c−Pi∗−1
j=1 xj

αi

Pn
j=i∗

1
αj

> xi, i = i∗, . . . , n.
(8)

2

Remarks on Theorem 1:
(i) The index i∗ defined by (7) indicates which aggregates
in ordering (6) meet or exceed their target rates. Aggre-
gates ranked greater than i∗ exceed their target rates while
those ranked lower do not.
(ii) It is instructive to compare the behavior of TCP-Reno
with and without ARM mechanisms. In both cases, assume
aggregates are ordered as in (6). Then, (2) describes how
the equilibrium window size αix̂i depends on the packet-
marking rate p̂i. Without an ARM, p̂i is the same for
all aggregates. Said another way, the marking in a TCP-
Reno/AQM network is described by (5) with f̂gi ≡ 0. Con-
sequently,

α1x̂1 = α2x̂2 = . . . = αnx̂n =
√

2
p̂r
− 2

4
= ŵin

which shows that TCP-Reno networks regulate windows
to the same size ŵin. In the presence of a network with
fully-coloring ARM, note that αixi in (6) represents the
window size required to achieve target rate xi. Thus, with
ARM, window sizes are regulated according to ranking (6);
the first class has the largest target window size, while
the n’th aggregate in this ordering has the smallest target
window αnxn. On the other hand, this n’th aggregate is
the most aggressive in grabbing excess capacity as seen
from the following reformulation of (8):

1 =
x̂1

x1

= . . . =
x̂i∗−1

xi∗−1

<
x̂i∗

xi∗
≤ . . . ≤ x̂n

xn

. (9)
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The reason for (9) is that the ARM overrides TCP’s ef-
fort to have all flows (in a single congested link case) ex-
perience the same packet marking rate. The ARM/AQM
mechanisms do this by coloring and marking to modulate
the marking rate as in (5). Without ARMs, e.g., xi = 0,
fgi ≡ 0, pi = pr and all packets are implicitly red. In
contrast, an ARM modulates pi, via fgi, to achieve target
rates in spite of the differing delay/load ratios αi. Never-
theless, an ARM will defer to TCP-Reno when x̂i > xi,
setting f̂gi = 0 so that p̂i = p̂r. Thus, when an aggregate
exceed its target rate, TCP-Reno kicks-in and distributes
the share of excess capacity according to the delay/load
ratios αi.

3

It is instructive to focus on a special case where some
aggregates are not colored. Without loss of generality,
we consider one such aggregate, say the (n + 1)’th where
xn+1 = 0. The result below shows how an ARM/AQM-
equipped network apportions rates to this aggregate.

Corollary 2: (See [16] for proof) Consider the set-up in
Theorem 1 with an additional (n + 1)’th aggregate having
xn+1 = 0. If

c−∑n−1
j=1 xj∑n+1

j=n
1

αj

− αnxn > 0, (10)

take i∗ as in Theorem 1. Otherwise, let i∗ = n + 1. Then,

x̂i =





xi, i = 1, . . . , i∗ − 1

c−Pi∗−1
j=1 xj

αi

Pn+1
j=i∗

1
αj

, i = i∗, . . . , n
(11)

and

x̂n+1 =
c−∑i∗−1

j=1 xj

αn+1

∑n+1
j=i∗

1
αj

≥ 0.

2

Remark on Corollary 2: Flows that are not colored
by ARMs do not alter the ability of ARM-controlled flows
from achieving their target rates; however, they influence
the distribution of excess capacity. For example, recall
from (9) that aggregates ranked below i∗ do not exceed
their target rates. Thus, when i∗ = n + 1, the (n + 1)’th
aggregate grabs all excess capacity. This event depends on
the αi (the delay-load ratios αi in the case of TCP-Reno)
and target rates xi. 3

We conclude this section with the under-provisioned dual
to Theorem 1.

Theorem 3: (see [16] for proof) Consider the set-up in
Theorem 1 and suppose the network is under-provisioned.
Let i∗ denote the largest integer in {1, 2, . . . , n} for which

αi∗xi∗ −
c−∑n

i=i∗+1 xi∑n
i=i∗+1

1
αi

> 0.

Then, the steady-state rates x̂ satisfy (3) – (5) as well as

x̂i =





c−Pn
j=i∗+1 xj

αi

Pi∗
j=1

1
αj

< xi, i = 1, . . . , i∗

xi, i = i∗ + 1, . . . , n.

(12)

2

IV. Realization of ARM/AQMs

The results of the last section show that it is possi-
ble to regulate congestion-controlled flows provided the
ARM/AQM mechanisms satisfy some basic properties. In
steady-state it is sufficient for an ARM to fully color and
the AQM to have non-overlapping marking; i.e.,

ÂRM :
{

x̂i < xi ⇒ f̂gi = 1
x̂i > xi ⇒ f̂gi = 0

(13)

and

ÂQM :
{

p̂r < 1 ⇒ p̂g = 0
p̂g > 0 ⇒ p̂r = 1.

(14)

A question remains on how to realize these steady-state
behaviors in a network context. Also, it is essential that
these structures contribute to an overall network dynamic
that converges to desired steady-state behavior. This sec-
tion deals with the first of these issues, while Section V
addresses the convergence problem.

A. ARMs that fully color.

One realization of (13) is the switching rule:

ARM :
{

xi < xi ⇒ fgi = 1
xi > xi ⇒ fgi = 0.

Unlike (13),which is an equilibrium condition, the above
rule holds at each instance and the discontinuous nature of
this scheme, reminiscent of drop-tail AQM, could possibly
lead to steady-state oscillation in regulating rates. A per-
haps better-suited mechanism for achieving (13) employs
integrator action as described by the differential equation

d

dt
fgi =





xi − xi if fgi > 0
xi − xi if fgi = 0, xi − xi ≥ 0
0 if fgi = 0, xi − xi < 0

4
= (xi − xi)+.

If xi > xi persists, then fgi → 0. Thus, this integrating
ARM satisfies (13) and fully colors. For the purpose of af-
fecting transient performance, the integrator is augmented
with a proportional gain to give a general ARM structure

d

dt
ζi = (xi − xi)+

fgi = kIiζi + kpi(xi − xi). (15)

Parameters kIi, kpi play a role in closed-loop stability
and this proportional-integral ARM (PI-ARM) fully col-
ors whenever kIi > 0. The PI-ARM is similar in structure
to AQM schemes such as AVQ [12], PI [17] and REM [11].
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The objective of these schemes is to regulate network vari-
ables exactly to target. For example, PI (or REM) regulate
buffer lengths to target, while AVQ matches arrival rates
to a desired level of utilization. The same holds true for PI-
ARMs when they match rates xi to targets xi. However,
for rates xi to exceed targets xi (as in the over-provisioned
case) the associated PI-ARMs become inactive allowing the
native congestion-controlled protocol to regulate the excess
throughput. A PI-ARM matches rates exactly by produc-
ing a green ratio fgi ∈ (0, 1). In allowing steady-state rates
to exceed targets, a PI-ARM permits fgi → 0. This latter
action distinguishes the integral action in ARM from that
used in AQMs.

Coloring with a token bucket: Having discussed ways
to insure that an ARM fully colors, we now consider im-
plementation issues for an ARM including the coloring of
flows. To produce the fgi called for in (15), recall from
[5] how colored flows are actually produced at the edge
routers. The mechanism used there employs a so-called to-
ken bucket, as shown in Figure 3, which is filled with tokens
at rate ξi and are distributed to packets in xi. These pack-
ets contain a DiffServ bit that is initially set to red. When a
packet passes the bucket it “grabs” a token setting this bit
to green. As long as xi is less than ξi, tokens are available
and packets colored green. If xi > ξi, the bucket is eventu-
ally drained and only a fraction fgi = min{ξi/xi, 1} of the
flow is served tokens and colored4. As shown in [4], using a

ix

iξ

tokens

bucket

1i
gi

i

f
x

= <
ξ

gi if xgreen packet rate

red packet rate (1 )gi if x−

Fig. 3. Schematic of a token bucket mechanism

token bucket is not sufficient to regulate an aggregate rate
to a target rate, and this observation was precisely the mo-
tivation for our introduction of an ARM which uses feed-
back to regulate these rates by measuring the actual flow
xi and then adaptively adjusting bucket rates ξi to guaran-
tee target rates. Combining the token-bucket mechanism
described above with the proportional-integral structure in

4Token buckets are also equipped with a buffer to accumu-
late “unused” tokens allowing for the coloring of short bursts
when xi > ξi. We will not model this feature here and as-
sume the buffer length is sufficiently large.

(15) gives a complete description of a fully-coloring ARM:

d

dt
xavg,i = −kxavg,i + kx̃i

d

dt
ζi = (xi − xavg,i)+

ξi = kIiζi + kpi(xi − xavg,i)
fgi = min{ξi/xavg,i, 1}. (16)

where x̃i denotes an estimate of aggregate rate computed
by counting total number of sent packets in a fixed period
divided by that period. This estimate is passed through
a low-pass filter with time constant 1/k to produced a
smooth rate-estimate xavg,i. This estimate is the input
to the proportional-integral part of the ARM. Note that
a target rate xi need not be a constant. Our scheme is
effective as long as a time-varying target rate profile xi(t)
does so on a time scale slower than the responsiveness of
the congestion-control protocol.

B. AQMs with non-overlapping marking

Equation (14) describes an AQM with non-overlapping
marking. In this subsection we look at how proposed AQM
schemes can be modified to meet this condition.

Preferentially-marking RED: RED establishes packet-
marking rate p based on the core-router’s queue length q. A
continuous-time description of RED consists of a low-pass
filter [13]:

d

dt
qavg = kredqavg + kredq

where kred is the filter pole, and an additional gain stage
described by the profile in Figure 4(a). A preferentially-

avgq
0

1

p

(a)

avgq
0

1

rp gp

(b)

Fig. 4. Part (a) shows a typical marking profile for RED. Part
(b) displays marking profiles that qualify this RED as having non-
overlapping marking.

marking RED [18] employs two gain profiles: a green profile
qavg → pg and a red one qavg → pr. This AQM satisfies
the condition of Definition 3 if these profiles do not overlap
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as illustrated in Figure 4(b). Specifically, if pr < 1, then
pg = 0. Conversely, if pg > 0, then pr = 1. We note
this is more stringent than (14) where non-overlapping is
required only in the steady state. The non-overlapping in
Figure 4(b) holds for all instances.

Preferentially-marking PI and REM: The PI and
REM AQMs are buffer-based and are distinguished by their
ability to regulate buffers to desired queue lengths. Their
structure is similar to that of the ARM structure where
(xi, xi, fgi) is replaced by (q, qg,ref , qr,ref , pg, pr) where
q•,ref denotes the desired red or green queue length. A
preferentially-marking PI (REM) consists of two standard
PIs (REMs), one producing green marking rate pg and one
for pr. The structure is given in Figure 5(a) where the de-
sired queue lengths satisfy qr,ref < qg,ref . We claim this

cq

,g ref
q

,r ref
q

green PI

red PI

link

gp

rp

(a)

c

gp

rp

link

ix∑
green

AVQ

red

AVQ

g c

r cγ

γ

(b)

Fig. 5. (a) shows a PI (REM) AQM characterized by two
proportional-integrator (PI) elements and separate green and red
queue reference levels qr,ref and qg,ref . A similar structure defines
the AVQ in (b) which has separate green and red utilization targets.

two-level PI (REM) has non-overlapping marking. To see
this, assume p̂r < 1. We need to show that p̂g = 0. Since
p̂r < 1, then, due to red integrator action, q̂ ≤ qr,ref . In-
deed, if q̂ > qr,ref , the red PI integrates towards +∞ so
that p̂r → 1. Therefore, q̂ ≤ qr,ref < qg,ref which then
implies that the green PI integrates towards −∞ so that
p̂g → 0. The second part of (14) follows by similar logic.

Preferentially-marking AVQ: An adaptive virtual
queue (AVQ) is a proportional-integral AQM acting on
the link’s arrival rate

∑
xi. Consequently, its structure

is again similar to the ARM structure where (xi, xi, fgi) is

replaced by (xi, γgc, γrc, pg, pr) with γg, γr ∈ (0, 1) denot-
ing desired utility. The notion of virtual queue derives its
name from the fact that input to the AVQ’s integrator is
arrival rate, and hence this integrator’s output is a virtual
queue length. A two-level AVQ is shown in Figure 5(b).
When γr < γg this AVQ has non-overlapping marking for
exactly the same reason as the two-level PI (REM).

V. Stability: convergence to target rates

In previous sections we have established the steady-state
rates of networks employing active rate management and
preferentially-marking active queue management. Now,
we address how these schemes interact to converge to
this equilibrium. Global convergence will be evaluated
from network simulations conducted in the next section.
Presently, we are concerned with the local attractivity of
the equilibrium. Recent research has focused on the sta-
bility of congestion-controlled networks as illustrated in
Figure 6. We modify this setup to include ARMs and

sources

rate x

marking

probability p
AQM

link

link

variable q

c

Fig. 6. Schematic of an AQM congestion-controlled network.

a two-level AQM, and to evaluate stability, we will con-
sider a simple case where two congestion-controlled aggre-
gates are controlled by fully-coloring ARMs as shown in
Figure 7(a). These congestion-controlled sources produce
aggregate rates xi in response to packet-marking rates pi

while the ARMs control the fraction of green-colored flows
fgi. Together with the two-level AQM, this ARM modu-
lates the marking probabilities per pi = (1−fgi)pr +fgipg.
The feedback loop is completed with the AQM setting
marking rates (pg, pr) as a function of link variable q. Our
present objective is to provide a conceptual argument for
the local stability of this feedback connection. A more
detailed stability proof for the general case can be found
in [14]. To this end, suppose the network in Figure 7(a) is
over-provisioned and parameters are such that index i∗, in-
troduced in Theorem 1, satisfies i∗ = 1. Thus, in the steady
state, the first aggregate exactly meets its target, x̂1 = x1,
while the second aggregate rate x̂2 exceeds x2. In achiev-
ing this, ARM1 remains active while the second ARM has
deactivated allowing rate x2 to be controlled solely by the
AQM’s red marking rate pr. Specifically, when x̂i > xi, the
ARM enforces fgi = 0 so pi = pr implying the aggregate
is under TCP control. This effect is shown in Figure 7(b)
which can then be expressed as a negative feedback connec-
tion between ARM1 and a dynamic T as shown in Figure 8.
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Fig. 7. In (a) the network is over provisioned and parameters are
such that i∗ = 1 (see Theorem 1). Thus, at equilibrium, the first
aggregate exactly meets its target x̂1 = x1, while for the second
aggregate exceeds it x̂2 > x2. (b) shows that ARM1 remains active
while ARM2 has deactivated allowing aggregate 2 to be controlled
solely by the AQM’s red marking probability pr.

To address local stability we let transfer function T (s) rep-

T

ARM1

1
x 1gf

Fig. 8. Figure 7(b) reduces to a negative feedback connection be-
tween ARM1 and a dynamic T which models the interaction between
aggregates and AQM in the absence of ARMs.

resent the linearization of this T and likewise model the
small-signal equivalent of the integrating ARM1 in (16) by

ARM1(s) = κ
s/z + 1

s

k

s + k
(17)

where κ = kI1 and z = kp1/kI1. T models the interac-
tion between aggregate and AQM in the absence of ARMs.

It seems plausible to assume that an AQM stabilizes the
aggregates in this situation. In this case, when T (s) is a
stable transfer function, we now show that there exists a
stabilizing ARM1 for the system in Figure 8.

Proposition 4: Suppose T (s) is proper5 and stable with
T (0) > 0. Then, the feedback system in Figure 8 with
ARM1(s) from (17) is locally stable for k > 0 and some
sufficiently small, positive gain κ.
Proof: First, write ARM1(s)T (s) = κT̃ (s)/s. From the
assumptions, T̃ (s) is proper, stable and T̃ (0) > 0. The
negative feedback system in Figure 8 is locally stable pro-
vided

1 + κ
T̃ (s)

s
= 0 (18)

has solutions only in the open left-half of the complex plane
(OLHP). We claim this is so for some sufficiently small and
positive κ. We will use root locus arguments to prove this;
see [19]. Since T̃ (s) is proper and has only poles in the
open left-half of the complex plane6, then for sufficiently
small, positive root-locus parameter κ, the solutions to (18)
are sufficiently close to the poles of T̃ (s)

s and clearly in the
OLHP, except possibly for the small real solution emanat-
ing from the pole at the origin. To investigate, let this
solution be s = ε. We claim that ε < 0. To see this, evalu-
ate (18) at s = ε to obtain

1 + κ
T̃ (ε)

ε
= 0.

Since T̃ (ε) > 0 (recall T̃ (0) > 0) and κ > 0, then ε must
be negative. We have thus shown that (18) has solutions
only in the OLHP when κ is sufficiently small and positive.
This proves the proposition. 2

VI. Illustrative Simulations

To validate the proposed ARM/AQM DiffServ architec-
ture, we consider a network simulation consisting of three
aggregated flows, each served by an edge with fully-coloring
ARM as shown in Figure 9. These edges feed into a core
router with AQM having non-overlapping marking. The
propagation delays are fixed except between sources and
edges where they range uniformly as shown in the Figure
9. The i’th aggregate consists of ni FTP flows with start-
ing times uniformly distributed over [0, 50] seconds. The
core link is OC-3 with 155 Mbps capacity, 20.6 msec buffer,
ECN marking and 500 Bytes-sized packets.

A. Description of ARM/AQM Controllers

As described in Section IV, we use PI structures to im-
plement the ARM/AQM controllers. Our AQM is buffer-
based, utilizing two PI controllers (for red and green flows).

5A transfer function is said to be proper if its number of zeros is
equal to its number of poles.

6Typically, the dynamic T will contain delay terms (corresponding
to the end-to-end delay in congestion-controlled aggregates receiving
marked packets), and hence the transfer function T̃ (s) has an infinite
number of poles. Since these poles are determined by the zeros of a
delay polynomial with principal part, these poles are strictly bounded
away from the imaginary axis of the complex plane.
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Fig. 9. The ns simulated DiffServ network.

In terms of the Laplace transforms of queue length q(s)
and marking rates (pg(s), pr(s)), these PI controllers are
defined by:

pg = AQMgreen(q − qg,ref )
pr = AQMred(q − qr,ref ),

where the transfer functions AQMgreen(s) and AQMred(s)
are equivalent and designed according to the rules in [17]
as:

AQMgreen = AQMred =
9.6× 10−6( s

0.53 + 1)
s

.

The green and red set points are qg,ref = 12.9 msec (500
packets) and qr,ref = 5.16 msec (200 packets), respectively.
By design, these AQMs have non-overlapping marking.
The three ARM controllers have structure similar to the
above PIs, and are described by (16) where k = 1 second,
kIi = 0.05 and kpi = 0.5. Consequently, these ARMS fully
color. Estimated aggregate rates, the x̃i in (16), are gen-
erated by counting total number of incoming packets in a
period of 1 second. Token buckets have a size of 0.2 Mb.
Finally, both ARM and AQM designs are discretized with
a sampling rate of 37.5 Hz for ns implementation7.

B. ns Packet-Level Experiments

We now present a series of experiments performed with
ns to demonstrate feasibility and performance of our
ARM/AQM design. Experiment 1 investigates perfor-
mance of a 20% over-provisioned network under varying
conditions such as transient FTP flows and HTTP flows.
The effect of an aggregate with a zero target rate is stud-
ied in Experiment 2. Experiment 3 involves a 20% under-
provisioned network, while Experiment 4 studies the di-
vision of bandwidth in a heterogeneous aggregate in an
over-provisioned network. Finally, we apply our DiffServ
scheme to a network with multiple congested links in Ex-
periment 5. All FTP and HTTP sources use the TCP Reno
protocol.

Experiment 1. The target rates for this over-provisioned
network are x1 = 70.5 Mbps, x2 = 17 Mbps and x3 = 42.5

7Complete ns code can be downloaded from
http://www.ecs.umass.edu/mie/labs/dacs/index2.html.

Mbps. We introduce load variations and transients to each
aggregate to study the ARM’s ability to adapt to such
variations. The following table lists the time and FTP
load variation by sources:

source (time, ±∆ FTP flows)
1 (100, +40) (150,−80) (200, +40)
2 (125,−60) (175, +120) (220,−60)
3 — (190, +50) (240, +50)

Transients are introduced by short-lived flows at each
edge: 2000 HTTP clients with exponential starting distri-
bution; each client opening a connection containing one
document (500 Bytes) and one image (2000 Bytes). These
HTTP flows have zero target rates and consume less than
20% of link capacity. To predict performance of the Diff-
Serv controls we form the ranking in (6):

α1x1 > α3x3 > α2x2

(numerically: 79312¿16150¿7083). From Theorem 1 we
then have i∗ = 3 which means that aggregates 1 and 3
should achieve their target rates while aggregate 2 exceeds
its, and grabs excess capacity. The simulations confirm this
as shown in Figure 10.
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Fig. 10. Aggregate throughput (solid) and target rates (dashed) in
Experiment 1.

Experiment 2. This experiment illustrates the behavior
of an over-provisioned network having an aggregate flow
that is not under DiffServ control. We model this as in
Experiment 1 with an additional fourth aggregate having
x4 = 0 consisting of 300 FTP flows traversing a path sim-
ilar to that of aggregate 3. Figure 11 supports Corollary
2 and shows that aggregates, not party to DiffServ, are al-
lowed share of excess capacity in an over-provisioned net-
work. Quantitatively, (10) in Corollary 2 gives i∗ = 3 im-
plying that aggregates 1 and 3 meets their target rates,
while the second aggregate exceeds target and shares the
over-capacity with the fourth aggregate. Moreover, from
(11), Figure 10 and Figure 11, we see that all the band-
width taken by this fourth aggregate comes from aggregate
2’s excess.

Experiment 3. Here we return to the setting of Exper-
iment 1 but make it an under-provisioned network by in-
creasing target rates 20%: x1 = 84.6 Mbps, x2 = 20.4
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Fig. 11. Aggregate throughput (solid) and target rates (dashed) in
Experiment 2.

Mbps and x3 = 51 Mbps. Since all xi are scaled by 20%,
the aggregate ranking (6) in Experiment 1 remains the
same: α1x1 > α3x3 > α2x2. Using Theorem 3 we compute
i∗ = 1, that is, only aggregate 2 should achieve its target
rate while aggregates 1 and 3 should not meet theirs due
to insufficient core capacity as in (12) . This is confirmed
by the simulation results shown in Figure 12.
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Fig. 12. Aggregate throughput (solid) and target rates (dashed)
Experiment 3.

Experiment 4: The purpose of this test is to study
how bandwidth of a single aggregate is distributed be-
tween two of its heterogenous constituents. The setting
is the over-provisioned network shown in Figure 9 with
155 Mbps link capacity. Now, however, aggregate 1 con-
sists of two heterogenous flows as shown in Figure 13. The
target rates for this over-provisioned network are x1 = 80
Mbps, x2 = 20 Mbps and x3 = 50 Mbps. In this case,
we compute the equivalent aggregate parameters feeding
into edge 1 using (1): α1 = (n11/τ̂11 + n12/τ̂12)

−1 =
(100/.225 + 100/.145)−1 = 8.8176e−4. The aggregate
ranking in (6) remains the same as in Experiment 1. Thus,
in Figure 14 we see that aggregate 2 grabs all excess capac-
ity. The bandwidth distribution among the two constituent

flows of aggregate 1 is governed by TCP; i.e., aggregates
with longer round-trip-time receive smaller fraction of re-
sources. Specifically, the fraction of the first flow x11 in
aggregate 1 is

100
.225(

100
.225 + 100

.145

) × 100 = 40%

as observed in Figure 15.
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Fig. 13. Modified network topology at edge 1 in Experiment 4 .
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Fig. 14. Aggregate throughput (solid) and target rates (dashed) in
Experiment 4.
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Fig. 15. Bandwidth distribution among the two heterogenous sets of
flows in aggregate 1 (x1 = x11 + x12).

Experiment 5: The objective of this experiment is to ex-
amine the feasibility of our DiffServ architecture for mul-
tiple congested core routers. We consider a network with
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multiple congested links as shown in Figure 16. There are
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Fig. 16. Simulation topology for Experiment 5.

two OC-3 core links (R1 and R2) each with capacity of 155
Mbps. We utilize here the AQM and ARM parameters used
in single congested link network in Experiments 1-4. The
reference queue levels for the AQMs are 130 msec for green
flow and 50 msec for red flow. Our test begins with an
over-provisioned network, and by introducing time-varying
target rates at the edges, i.e., target profiles, we transi-
tion the network from being over-provisioned, to exactly-
provisioned, to under-provisioned, and, finally returning to
an over-provisioned network. This is accomplished with
the following target rate schedule:

time (secs) x1 (Mbs) x2 (Mbs)
0 80 60

100 160 160
400 168 168
700 176 176
1000 184 184
1300 80 60

These time-varying target rates and resulting through-
puts are shown in Figure 17. At t = 100 seconds where
x1 = x2 = 160, both throughputs are essentially equal
to their minimum guaranteed rates and so the network is
almost exactly provisioned. As we further increase target
rates, edge 2 is able to maintain its increasing target rate at
the expense of edge 2’s throughput which is below its tar-
get. In general, the network can become under-provisioned
if either of the links has limited capacity. In this test, both
links become under-provisioned as observed in Figures 18
and 19. Specifically, at t = 400 sec, target rates are in-
creased to 168 Mbps and the links settle at their green
queuing delay set points, red marking probabilities are 1
and core routers begin marking green packets. Eventually,
with further increase in target rates, the network cannot
even achieve x2. It is interesting to note that behind the
edges, bandwidth distribution is governed by TCP. In gen-
eral, a aggregate with a smaller round-trip-time will grab
a larger share of the bandwidth. However, such aggregates
need not traverse the same path and may experiences dif-
ferent marking probabilities. For example, aggregates 1
and 4 enter the network via edge 1, with aggregate 1 hav-
ing a larger round trip time. The marking probabilities of
both links are similar, hence aggregate 4 grabs the lion’s
share of edge 1’s throughput as seen in Figure 20.

0 500 1000 1500
0

50

100

150

200
Edge 1

M
b

p
s

0 500 1000 1500
0

50

100

150

200
Edge 2

Time (second)

M
b

p
s

throughput
target rate

throughput
target rate

Fig. 17. Edges throughput (solid) with dynamically changing target
rates (dashed).
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Fig. 18. Green and red packet marking probabilities and queuing
delay at core link R1.
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VII. Conclusions

In this paper we presented a new control architecture for
achieving target rates in congestion-controlled networks. It
consists of edge coloring using token buckets whose rates
are adjusted dynamically, and preferential treatment in the
core. Assuming a general class of source-link algorithms,
we derived formulae for steady-state aggregate rates in
over-provisioned and under-provisioned networks. We es-
tablished general rules for edge coloring and core active
queue management, sufficient to guarantee target rates.
We presented realizations of active rate management con-
trollers for edge coloring and an active queue management
controller consistent with the above rules. Local stability
for TCP RENO networks with this new ARM/AQM ar-
chitecture was discussed. The validity of our results using
the above realizations was verified using ns simulations.
Our aggregate rate equilibrium formulae could be used by
bandwidth brokers in a DiffServ network to distribute ex-
cess capacity in some prescribed manner.

Future research on this DiffServ architecture can be
taken in a number of directions. The allocation of excess
bandwidth in over-provisioned networks is an important is-
sue, and we are interested in finding out whether coloring
edges can distribute this excess according to some fairness
measure using TCP-like probing mechanisms. A similar
question can be posed for the under-provisioned case, and,
related to both is the possible benefit of adding a third color
at the edge. Another challenge is to extend the equilibrium
analysis in this paper to cover the case of multiple con-
gested links - where even the notion of an over-provisioned
network is not immediately evident.

Appendices

I. Proof of Theorem 1

Before we prove the theorem, we need the following lemma.

Lemma 1: Consider an over-provisioned network with n admissible
and compatible congestion-controlled aggregates, an ARM that fully
colors and an AQM with non-overlapping marking. Then,
(i) The red packet-marking rate satisfies p̂r < 1.

(ii) All aggregates achieve their target rates; i.e.,

x̂i ≥ xi, i = 1, . . . , n.

(iii) If x̂i∗ > xi∗ for some i∗ ∈ {1, . . . , n− 1}, then

x̂i > xi, i ∈ {i∗, . . . , n}.

(iv) If x̂i∗ = xi∗ and x̂i∗+1 > xi∗+1 for some i∗ ∈ {1, . . . , n − 1},
then

αi∗xi∗ ≥ αj x̂j , j ∈ {i∗ + 1, . . . n}.
Proof: For each i, recall from (5) that

p̂i = (1− f̂gi)p̂r + f̂gip̂g . (19)

Now, at least one aggregate exceeds its target rate, say x̂i∗ > xi∗ for

some i∗ ∈ {1, . . . , n}. Since the ARM fully colors, then f̂gi∗ = 0 so
that from (19), p̂i∗ = p̂r . Thus, 0 < gi(p̂i) = gi(p̂r) which implies
that p̂r < 1 and proves (i). Since the AQM has non-overlapping
marking, p̂g = 0 and, as a result (19) becomes

p̂i = (1− f̂gi)p̂r (20)

for all i. (20) will be in force for the remainder of the proof.
To show (ii) we proceed by contradiction and assume x̂i∗ < xi∗
for some i∗ ∈ {1, . . . , n}. Since the ARM colors fully, f̂gi∗ = 1 so
that from (20), p̂i∗ = 0. But, from Definition 3, gi∗ (ρ) becomes
unbounded as ρ → 0 which contradicts the assumption x̂i∗ < xi∗ .

To prove (iii), we first conclude f̂gi∗ = 0 since the ARM fully colors.
Then, from (20), p̂i∗ = p̂r so that gi∗ (p̂i∗ ) = gi∗ (p̂r). Again from
(20) and the non-increasing property of the gi’s:

x̂i = gi(p̂i) = gi(1− f̂gip̂r) ≥ gi(p̂r), i ∈ {1, . . . n}.

Since the aggregate are compatible

x̂i ≥ gi(p̂r) =
1

αi
αi∗gi∗ (p̂r) =

1

αi
αi∗gi∗ (p̂i∗ ) =

1

αi
αi∗xi∗ .

Let i > i∗. Then, from x̂i∗ > xi∗ and (6) we have

x̂i ≥ 1

αi
αi∗ x̂i∗ >

1

αi
αi∗xi∗

(6)

≥ 1

αi
αixi = xi.

Finally, to prove (iv) we start with x̂i∗ = xi∗ . Then,

αi∗xi∗ = αi∗ x̂i∗ ≥ αi∗gi∗ (p̂r).

Since x̂i∗+1 > xi∗+1, then f̂gi∗+1 = 0 and x̂i∗+1 = gi∗+1(p̂r). Thus,

αi∗xi∗ ≥ αi∗gi∗ (p̂r)
(6)

≥ αi∗+1gi∗+1(p̂r) = αi∗+1x̂i∗+1.

We invoke (iii) and repeat the proof for j ∈ {i∗ + 1, . . . , n}. 2

Proof of Theorem 1: First, we show that (7) is non-vacuous. Since
c >

Pn
i=1 xi, it follows that

αn(c−
n−1X
i=1

xi)− αnxn > 0.

Hence, i∗ = n satisfies (7). Next, we prove (8). From (iii) of

Lemma 1, there exists an î ∈ {1, 2, . . . n− 1} such that

x̂i

�
= xi, i = 1, . . . , î− 1

> xi, i = î, . . . , n.
(21)

We claim that i∗ = î. Proceeding by contradiction, assume î 6= i∗.
We consider two cases.
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(Case 1: î < i∗) In this situation

c =

î−1X
i=1

xi +
nX

i=î

x̂i. (22)

Since x̂i > xi for i ∈ {̂i, . . . , n}, then f̂gi = 0 for this same range of
i since the ARM fully colors. It then follows from (20) that p̂i = p̂r

for all i ∈ {̂i, . . . , n}. Hence, since the aggregates are compatible

αîx̂î = αîgî(p̂î) = αî+1gî+1(p̂î+1) = . . . = αnx̂n.

Combining this with (22) gives

c−Pî−1
i=1 xiPn

i=î
1

αi

= αîx̂î.

By assumption x̂î > xî, so

c−Pî−1
i=1 xiPn

i=î
1

αi

− αîxî > 0.

Using (7) we conclude î ≥ i∗, which is a contradiction.

(Case 2: î > i∗) It follows from (21) that x̂i∗ = xi∗ . Thus, from
(iv) of Lemma 1,

αi∗xi∗ ≥ αix̂i (23)

for i = î, . . . , n so that

c =

î−1X
i=1

xi +
nX

i=î

αi
x̂i

αi

(23)

≤
i∗−1X
i=1

xi +

î−1X
i=i∗

αi
xi

αi
+

nX
i=î

α∗i xi∗

αi

(6)

≤
i∗−1X
i=1

xi + αi∗xi∗

î−1X
i=i∗

1

αi
+ αi∗xi∗

nX
i=î

1

αi

≤
i∗−1X
i=1

xi + αi∗xi∗
nX

i=i∗

1

αi

which contradicts (7). This completes the proof. 2

References

[1] V. Jacobson, K. Nichols, K. Poduri, “An Expedited Forwarding
PHB,” RFC 2598, June 1999.

[2] J. Heinanen, F. Baker, W. Weiss, J. Wroclawski, ” Assured For-
warding Group,” RFC 2597, June 1999.

[3] S. Blake, D. Black, M. Carlson, E. Davies, Z. Wang, W. Weiss,
“An Architecture for Differentiated Services”, RFC 2475, Decem-
ber 1998.

[4] K.K. Ramakrishnan, S. Floyd, “A Proposal to Add Explicit Con-
gestion Notification (ECN) to IP,” RFC 2481, Jan. 1999.

[5] S. Sahu, P. Nain, D. Towsley, C. Diot, V. Firoiu, “On Achievable
Service Differentiation with Token Bucket Marking for TCP,”
Procs. ACM SIGMETRICS, pg. 23-33, Santa Clara, CA, June
2000.

[6] I. Yeom, A. L. Narasimha Reddy, “Modeling TCP Behavior in
a Differentiated-Services Network,” ACM/IEEE Transactions on
Networking, Feb. 2001.

[7] M. Goyal, A. Durresi, P. Misra, C. Liu, R. Jain, “Effect of Number
of Drop Precedences in Assured Forwarding,” Proc. GlobeCom,
Dec. 1999.

[8] Y. Chait, C.V. Hollot, V. Misra, D. Towsley, H. Zhang and C.S.
Lui, “Providing Throughput Differentiation for TCP Flows Us-
ing Adaptive Two-Color Marking and Two-Level AQM,” Procs.
INFOCOM, 2002.

[9] I. Yeom, A.L.N. Reddy, “Marking for QoS Improvement,” Journal
of Computer Communications, pp. 35-50, Jan. 2001.

[10] Victor Firoiu, Jean-Yves Le Boudec, Don Towsley, Zhi-Li Zhang,
“Theories and Models for Internet Quality of Service,” Proc.
IEEE, special issue on Internet Technology, August 2002.

[11] S. Athuraliya, V. H. Li, S.H. Low , “REM: Active Queue Man-
agement,” IEEE Network, 15(3), pg. 48-53, May/June 2001.

[12] S. Kunniyur and R. Srikant, “Analysis and Design of an Adap-
tive Virtual Aueue (AVQ) Algorithm for Active Queue Manage-
ment” in Procs. SIGCOMM, 2001.

[13] V. Misra, W. Gong, D. Towsley, “Fluid-Based Analysis of a
Network of AQM Routers Supporting TCP Flows with an Appli-
cation to RED,” in Procs. SIGCOMM, Aug. 2000.

[14] Y. Cui, Y. Chait and C.V. Hollot, “Stability Analysis of a Diff-
Serv Network Having Two-Level Coloring at the Network Edge
and Preferential Dropping at the Core,” Procs. Amerian Con-
trol Conf., Boston, MA, 2004; additional details can be found in
http://www.ecs.umass.edu/mie/labs /dacs/diffserv.htm.

[15] F. P. Kelly, A. K. Maulloo and D. Tan, “Rate Control for Com-
munication Networks: Shadow Prices, Proportional Fairness and
Stability,” Journal of the Operational Research Society 49, pp.
237-252, 1998.

[16] Y. Chait and C.V. Hollot, “Fixed Point of a Diffserv Net-
work with a Single Congested Link,” DACS Technical Report,
2002, available from http://www.ecs.umass.edu/mie/labs/dacs
/index2.html#publications.

[17] C. V. Hollot, V. Misra, D. Towsley, and W. B. Gong, “On De-
signing Improved Controllers for AQM Routers Supporting TCP
Flows,” in Procs. of INFOCOM, Anchorage, 2001.

[18] D. D. Clark, W. Fang, “Explicit Allocation of Best Effort
Packet Delivery Service.” IEEE/ACM Transactions on Network-
ing, 1998.

[19] E.O. Doebelin, Control System Principles and Design, John Wi-
ley and Sons, Inc., 1985.


